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Abstract   

This study shows that the misspelling rates in Amazon reviews can be effectively modeled as having 

cyclical components by using seasonal decomposition, and this effectiveness is almost identical to that 

gained by using a neural network that uses basic astronomical placements of the day. While the modeling 

of past Amazon misspelling rates was slightly more effective using a neural net and astronomy of day as 

compared to seasonal decomposition, future values were only effectively predicted by the neural net that 

used astronomy of day. 

Introduction 

Astrology tends to use multiple factors altogether such as Sun placement in a zodiac, as well as Moon 

placement and placements of the planets, as well as many other significations. 

These multiple factors relate to each other as multiple dependent variables in math parlance. Such 

multivariate analysis is particularly amenable to modeling via neural networks. (Odom & Ramesh, 1993) 

Despite the appropriateness and fit of neural networks to the astrological approach, a literature search shows 

that publication has been sparse on success or failure in prediction of real-world phenomena via 

astronomical features within such a neural network. (Kulkarni & S., 2012) (Karimbaev, 2017) This paper 

contributes to such literature. 

The average misspelling rate for Amazon.com reviews on any given day may sound rather abstruse and 

without pattern. This paper asks: is there any cyclicity to average daily misspelling rates over time? If there 

is, does the cyclicity correspond to cycles in planetary placements? 

Seasonal decomposition is a standard method from commerce and science for detecting and modeling 

cyclicity (also known as seasonality) in time series. (Brownlee, 2017) 

For this paper, while the modeling of past Amazon misspelling rates was slightly more effective just using 

astronomy of day and a neural network as compared to seasonal decomposition (R-squared of 0.74 as 

compared to an R-squared of 0.72), future values were only effectively predicted by using astronomy of day. 

(R-squared of 0.84 as compared to an R-squared of -0.32.) 

The results make heavy use of R-squared, or the coefficient of determination, as a classic measure of fitness 

of different models. It is defined to be: 

R
2 

= 1 - (sum of squares of differences between a model’s predicted values and observed values)/ (sum of 

squares of differences between the average value and observed values). 

Let’s see this pictorially. In the following image, four black dots represent four actual values to be modeled.  
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On the left, an average value (the horizontal black middle line) is the basis for the differences (a. k. a. 

residuals) that are depicted as squared via the red squares.  

On the right, a linear regression model gives predictions as shown by the slanted black line. The differences 

(residuals) at the four points between the predicted values and the actual values are depicted as squared via 

the blue squares.  

The smaller that the sum of areas of blue is relative to the sum of areas in red, the higher is the R-squared 

value.  

The better the linear regression (on the right) fits the data in comparison to the simple average (on the left 

graph), the closer the value of R-squared is to 1. (Orzetto, 2010) 

Thus, an R-squared of one is a sign of perfect prediction, because the areas of the blue squares have gone to 

zero, since the residuals of the model have gone to zero, and one minus zero is one. The model would 

receive an A+ grade, if you will. No higher R-squared can be obtained. 

On the other hand, an R-squared of zero is only as good as guessing the average value. Since the red and 

blue squares are the same, their sums have a ratio of one, and one minus that ratio of one gives zero. The 

model could be said to have a C grade. 

A model can also have a D grade or an F by having a negative R-squared value. This just means that the sum 

of the blue squares is even bigger than the sum of the red squares and is a mark of a poor model indeed. 

Materials and Methods 

Upon request, Stanford University's SNAP big data repository provided all 79,743,786 Amazon.com reviews 

up to mid-2014. (McAuley, n.d.) Mathematica software’s astronomy resources provided the astronomical 

data. (Wolfram Research, Inc., 2019) That software was also used for the big data processing and making 

the graphs. (Oshop, 2019) 

All other information about the reviews was discarded other than dates and texts of the review bodies. 

A first, necessary, and difficult step was figuring out what counted as a misspelling in the Amazon reviews. 
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Just counting words that are not in a computerized dictionary would not be a good idea. After all, the 

reviews might include brand names, author names, international variants, URLs, emoji, slang, and other 

creative word play. Moreover, the sheer number of all those reviews made scanning them for this task 

computationally expensive. 

Andrew Foss, an astrologer who holds a PhD in computer science, offered a very good solution: find the 100 

most common, explicitly wrong words that are not in the computerized dictionary in a randomized 5% of the 

whole body of Amazon text. The following is a word cloud of these top 100 misspelled words in the random 

5% of the Amazon corpus. The bigger the word is, the more often it was misspelled there. 

 

Each of the 79,743,786 reviews was then scanned again, checking first to ensure the review was in English 

and nonempty.  Only 0.223% (or 177,513) of reviews were either empty or not in English. These were not 

included in the subsequent graphs or calculations.  

For each review, counting just the marker words and dividing by the total number of words (defined by the 

blank spaces with emoji removed) gave a misspelling rate for that review. These rates were then averaged 

for all reviews in a day to give an average daily misspelling rate. 

The following is a picture of the total number of the reviews over time. Note the drop off to zero in the 

number of reviews before 2000 and after mid-2014. Thus, only dates from January 1, 2000 to July 1, 2014 

were considered further. 
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Here is a 

picture of the average daily rates of misspelling for the 100 wrong words over time. 

 

 

Because of the diminutive nature of these values, understandable given that they are the daily misspelling 

rates of only 100 marker words, a transformation multiple of 10,000 was applied across all the values to 

make the images in the Results section below more readable. To retrieve the original values, one just needs 

to divide individual data points by 10,000. (The R-squared shown in the results are the same in either case.) 
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Various approaches to seasonal decomposition of the first 80% of misspelling rate values were taken. 

(Machine Learning Made Beautifully Simple for Everyone, n.d.) They are depicted below. AIC, AICc, and 

BIC are measures of information loss in the various models, with the lowest information loss given by the 

lowest of these values, but they are ranked by internal R-squared. All will be compared to the astronomy-

based model.  

 

To compare the utility of using astronomical data, the astronomy of each day was calculated using 

astronomy, not astrology, tools. The complete set of factors included is: Sun, Moon, Mercury, Venus, Mars, 

Jupiter, Saturn, Uranus, Neptune, and Pluto equatorial right ascension placements, and those planets’ 

apparent retrogression statuses. Lunar nodes were not included. 

The astronomical right ascension (i.e., the astrological Tropical degree) of the planet, moon, or star at 

00:00am, the start of that day UTC time, was used for all the days from January 1, 2000 to July 1, 2014. 
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(Sidereal placements with Lahiri ayanamsha, a popular alternative zodiac for which precession is accounted, 

were also modeled with an R-squared that was poorer by 2.4%.) Apparent retrogressions of the planets were 

also calculated for the start of day. 

Midnight UTC at the start of day was chosen because the original Amazon review data gave the date but 

only 0:00 UTC as the time of each Amazon review with no further explanation. Surely, the reviews were 

written at other times too, but no finer granularity exists in the decades-long public data. 

The astronomy data for a day and the misspelling rate for the day were joined together for all 5,296 days 

into a spreadsheet.  

For the first 80% of data and astronomy values, an optimized neural network search was made which 

performed well with an internal R-squared of 0.73992 (+/- 0.00 standard deviation). (Machine Learning 

Made Beautifully Simple for Everyone, n.d.) Its astronomy fields and their importance are shown in the 

following table. 

Field Importance 

Saturn degree of right ascension (0 to 360) 0.74214 

Pluto degree of right ascension (0 to 360) 0.12837 

Jupiter degree of right ascension (0 to 360) 0.07335 

Neptune degree of right ascension (0 to 360) 0.03105 

Saturn geocentric apparent retrogression status (prograde or 

retrograde) 

0.00505 

Uranus degree of right ascension (0 to 360) 0.00428 

Mars degree of right ascension (0 to 360) 0.00388 

Venus degree of right ascension (0 to 360) 0.00313 

Pluto geocentric apparent retrogression status (prograde or retrograde) 0.00167 

Mercury degree of right ascension (0 to 360) 0.00147 

Moon degree of right ascension (0 to 360) 0.0013 

Mercury geocentric apparent retrogression status (prograde or 

retrograde) 

0.00129 

Neptune geocentric apparent retrogression status (prograde or 

retrograde) 

0.00107 

Jupiter geocentric apparent retrogression status (prograde or 

retrograde) 

0.00102 

Sun degree of right ascension (0 to 360) 0.00081 

Mars geocentric apparent retrogression status (prograde or retrograde) 0.00008 

Uranus geocentric apparent retrogression status (prograde or 

retrograde) 

0.00004 

 

Now that we have the best methods for modeling the first 80% of the time series of Amazon review 

misspellings using methods that are unaccompanied and accompanied by astronomical data, we can compare 

the two approaches for efficacy in predicting the final 20% of future data. 

Results 

Here are the time series seasonal decompositions’ results for predicting the last 20% of data. As you can see, 

the best performance still has only an R-squared of -0.032. (MAE, MSE, SMAPE, MASE, and MDA are 

various ways of characterizing the residuals.) 
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Compare those R-squared to the following for the predictive ability of the optimized neural net that is based 

on astronomy values. 

 



Renay Oshop, IJSRM Volume 07 Issue 02 February 2019 [www.ijsrm.in] Page 8 

This chart displays, in the usual artificial intelligence industry way, very good results. The residuals or errors 

in predictions for the test 20% group by the neural net (a. k. a. Deepnet) in green are dramatically smaller 

than the other standard methods of prediction in gray, based on either the mean (average) rate of the test 

20% data or an approach using random data points therein. Moreover, the strong R-squared of 0.84 suggests 

good correlation of predicted misspelling rates to actual future values only for the astronomical data of the 

neural net. Note that the adjusted R-squared is also 0.84. 

Discussion 

Future misspelling rates in Amazon reviews were successfully predicted using only basic astronomy data in 

a neural network. The standard tool of modeling a time series through seasonal decomposition fared very 

poorly in comparison. 

Ultimately, the daily misspelling rates in Amazon reviews are a human expression, making the very high R-

squared given by the astronomy-based model all the more remarkable, as the social sciences tend to show 

much lower R-squared than the more physical sciences. (A concise guide to market research: The process, 

data, and methods using IBM SPSS Statistics, 2014) 

Astronomy of a day can give real, predictive ability in a set of human behavior. 

These results encourage and substantiate the hope that the new tool of machine learning can lead us further 

to other objective realms of human experience. Its use with astrology may in fact offer a bridge to 

understanding subjective human states, perhaps making them subjective no more. 
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